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 To all the developers who just wanted to get the code working without reading all 
the math stuff first.
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Introduction

Well, times have changed since writing the first edition of this book. Between 
2014 and now there is more emphasis on data and what it can do for us but also 
how that power can be used against us. Hardware has gotten better, processing 
has gotten much faster, and the ability to classify, predict, and decide based on 
our data is extraordinary. At the same time, we’ve become much more aware 
of the risks of how data is used, the biases that can happen, and that a lot of 
black-box models don’t always get things right.

Still, it’s an exciting time to be involved. We still create more data than we can 
sensibly process. New ideas involving machine learning are being presented 
daily. The appetite for learning has grown rapidly, too.

Data mining and machine learning have been around a number of years 
already. When you look closely, the machine learning algorithms that are being 
applied aren’t any different from what they were years ago; what is new is how 
they are applied at scale. When you look at the number of organizations that 
are creating the data, it’s really, in my opinion, a minority. Google, Facebook, 
Twitter, Netflix, and a small handful of others are the ones getting the majority 
of mentions in the headlines with a mixture of algorithmic learning and tools 
that enable them to scale. So, the real question you should ask is, “How does 
all this apply to the rest of us?”

Data with large scale, near-instant processing, has come to the fore. The 
emphasis has moved from batch systems like Hadoop to more streaming-based 
systems like Kafka. I admit there will be times in this book when I look at the 
Big Data side of machine learning—it’s a subject I can’t ignore—but it’s only a 
small factor in the overall picture of how to get insight from the available data. 
It is important to remember that I am talking about tools, and the key is figuring 
out which tools are right for the job you are trying to complete.
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Aims of This Book

This book is about machine learning and not about Big Data. It’s about the var-
ious techniques used to gain insight from your data. By the end of the book, 
you will have seen how various methods of machine learning work, and you 
will also have had some practical explanations on how the code is put together, 
leaving you with a good idea of how you could apply the right machine learning 
techniques to your own problems.

There’s no right or wrong way to use this book. You can start at the beginning 
and work your way through, or you can just dip in and out of the parts you 
need to know at the time you need to know them.

“Hands-On” Means Hands-On

Many books on the subject of machine learning that I’ve read in the past have 
been very heavy on theory. That’s not a bad thing. If you’re looking for in-depth 
theory with really complex-looking equations, I applaud your rigor. Me? I’m 
more hands-on with my approach to learning and to projects. My philosophy 
is quite simple.

 ■ Start with a question in mind.

 ■ Find the theory I need to learn.

 ■ Find lots of examples I can learn from.

 ■ Put them to work in my own projects.

As a software developer, I like to see lots of examples. As a teacher, I like to 
get as much hands-on development time as possible but also get the message 
across to students as simply as possible. There’s something about fingers on keys, 
coding away on your IDE, and getting things to work that’s rather appealing, 
and it’s something that I want to convey in the book.

Everyone has his or her own learning styles. I believe this book covers the 
most common methods, so everybody will benefit.

“What About the Math?”

Like arguing that your favorite football team is better than another or trying to 
figure out whether Jimmy Page is a better guitarist than Jeff Beck (I prefer Beck), 
there are some things that will be debated forever and a day. One such debate is 
how much math you need to know before you can start doing machine learning.
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Doing machine learning and learning the theory of machine learning are 
two very different subjects. To learn the theory, a good grounding in math 
is required. This book discusses a hands-on approach to machine learning. 
With the number of machine learning tools available for developers now, the 
emphasis is not so much on how these tools work but on how you can make 
these tools work for you. The hard work has been done, and those who did it 
deserve credit and applause.

“But You Need a PhD!”
No, you don’t!

The long-running debate rages on about the level of knowledge you need 
before you can start doing analysis on data or claim that you are a data scien-
tist. I believe that if you’d like to take a few years completing a degree and then 
pursuing the likes of a master’s degree and then a PhD, you should feel free to 
go that route. I’m a little more pragmatic about things and like to get reading 
and start doing.

Academia is great; and with the large number of online courses, papers, 
websites, and books on the subject of math, statistics, and data mining, there’s 
enough to keep the most eager of minds occupied. I dip in and out of these 
resources a lot, and it’s definitely a good way to keep up-to-date and investigate 
what’s emerging.

For me, though, there’s nothing like getting my hands dirty, grabbing some 
data, trying out some methods, and looking at the results. If you need to brush 
up on linear regression theory, then let me reassure you now, there’s plenty out 
there to read, and I’ll also cover that in this book.

Lastly, can one person ever be a data scientist? I think it’s more likely for a 
team of people to bring the various skills needed for machine learning into an 
organization. I talk about this more in Chapter 2.

So, while others in the office are arguing whether to bring some PhD brains 
in on a project, you can be coding up a decision tree to see whether it’s viable.

Over the last few years the job title data scientist has been joined by other 
titles like data engineer and machine learning engineer. All are valid and all 
focus on aspects of the data science pipeline. They all have their place.

What Will You Have Learned by the End?

Assuming that you’re reading the book from start to finish, you’ll learn the 
common uses for machine learning, different methods of machine learning, 
and how to apply real-time and batch processing.
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There’s also nothing wrong with referencing a specific section that you want 
to learn. The chapters and examples were created in such a way that there’s no 
dependency to learn one chapter over another.

The aim is to cover the common machine learning concepts in a practical 
manner. Using the existing free tools and libraries that are available to you, 
there’s little stopping you from starting to gain insight from the existing data 
that you have.

Balancing Theory and Hands-on Learning

There are many books on machine learning and data mining available, and 
finding the balance of theory and practical examples is hard. When planning 
this book, I stressed the importance of practical and easy-to-use examples, 
providing step-by-step instructions, so you can see how things are put together.

I’m not saying that the theory is light, because it’s not. Understanding what 
you want to learn or, more importantly, how you want to learn will determine 
how you read this book.

You can think of the book split into three distinct sections. The first section 
covers the question, “What is machine learning?” and concentrates on planning 
for projects, data acquisition, and cleaning. For those wanting some refresher 
on the math and stats side of things, I’ve included a new chapter; it also covers 
linear regression and standard deviation.

The next section takes a closer look at some of the building-block algo-
rithms used in machine learning projects. Clustering, decision trees, support 
vector machine, association rules learning, and neural networks provide both 
a background to how they work and code examples for you to work with. It’s 
important to get the hands-on nature early on.

Lastly, I focus on the real-world tools used in enterprise; these are tools like 
Spark, Kafka, and R. Knowing how these frameworks and tools are put together 
will give you a grounding to know what to use when.

Source Code for This Book

All the code that is explained in the chapters of the book has been saved on 
a GitHub repository for you to download and try. For this edition, I’ve also 
included the Maven dependency file so you can easily build the project you 
are working on.

The address for the repository is https://github.com/jasebell/mlbook2nd
edition. You can also find it on the Wiley website at www.wiley.com/go/ 
machinelearning2e.



 Introduction xxxi

The examples are in either Java, Clojure, or R. If you want to extend your 
knowledge into other languages, then a search around the GitHub site might 
lead you to some interesting examples.

Code has been separated by chapter; there’s a folder in the repository for 
each of the chapters, and each has its own build file. The data is also within the 
repository in the data directory and has been split by each chapter.

Using Git

Git is a version control system that is widely used in business and the open 
source software community. If you are working in teams, it becomes useful 
because you can create branches of the codebase to work on then merge the 
changes afterward.

The uses for Git in this book are limited, but you need it for “cloning” the 
repository of examples if you want to use them.

To clone the examples for this book, use the following commands:

$mkdir mlbookexamples
$cd mlbookexamples
$git clone https://github.com/jasebell/mlbook2ndedition.git

You see the progress of the cloning, and when it’s finished, you’ll be able to 
change directories to the newly downloaded folder and look at the code samples.
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1

Let’s start at the beginning, looking at what machine learning actually is, its 
history, and where it is used in industry. This chapter also describes some of 
the software used throughout the book so you can get everything installed and 
be ready to get working on the practical things.

History of Machine Learning

So, what is the definition of machine learning? Over the last six decades, several 
pioneers of the industry have worked to steer us in the right direction.

Alan Turing
In his 1950 paper, “Computing Machinery and Intelligence,” Alan Turing asked, 
“Can machines think?” (For the full paper, see the link.)

www.csee.umbc.edu/courses/471/papers/turing.pdf

The paper describes the “Imitation Game,” which involves three partici-
pants—a human acting as a judge, another human, and a computer that is 
attempting to convince the judge that it is human. The judge would type into a 
terminal program to “talk” to the other two participants. Both the human and the  
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computer would respond, and the judge would decide which response came 
from the computer. If the judge couldn’t consistently tell the difference between 
the human and computer responses, then the computer won the game.

The test continues today in the form of the Loebner Prize, an annual compe-
tition in artificial intelligence. The aim is simple enough: convince the judges 
that they are chatting to a human instead of a computer chat bot program.

Arthur Samuel
In 1959, Arthur Samuel defined machine learning as a field of study that “gives 
computers the ability to learn without being explicitly programmed.” Samuel 
is credited with creating one of the first self-learning computer programs with 
his work at IBM. He focused on games as a way of getting the computer to 
learn things.

The game of choice for Samuel was checkers because it is a simple game but 
requires strategy from which the program could learn. With the use of alpha-
beta evaluation pruning (eliminating nodes that do not need evaluating) and 
minimax strategies (minimizing the loss for the worst case), the program would 
discount moves and thus improve costly memory performance of the program.

Samuel is widely known for his work in artificial intelligence, but he was also 
noted for being one of the first programmers to use hash tables, and he certainly 
made a big impact at IBM.

Tom M. Mitchell
Tom M. Mitchell is the chair of machine learning at Carnegie Mellon University. 
As author of the book Machine Learning (McGraw-Hill, 1997), his definition of 
machine learning is often quoted.

A computer program is said to learn from experience E with respect to 
some class of tasks T and performance measure P, if its performance at 
tasks in T, as measured by P, improves with the experience E.

The important thing here is that you now have a set of objects to define 
machine learning.

 ■ Task (T), either one or more

 ■ Experience (E)

 ■ Performance (P)

So, with a computer running a set of tasks, the experience should be leading 
to performance increases.
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Summary Definition
Machine learning is a branch of artificial intelligence. Using computing, we design 
systems that can learn from data in a manner of being trained. The systems 
might learn and improve with experience and, with time, refine a model that 
can be used to predict outcomes of questions based on the previous learning.

Algorithm Types for Machine Learning

There are a number of different algorithms that you can employ in machine 
learning. The required output is what decides which to use. As you work through 
the chapters, you’ll see the different algorithm types being put to work. Machine 
learning algorithms characteristically fall into one of two learning types: super-
vised or unsupervised learning.

Supervised Learning
Supervised learning refers to working with a set of labeled training data. For every 
example in the training data you have an input object and an output object. 
An example would be classifying Twitter data. (Twitter data is used a lot in the 
later chapters of the book.) Assume you have the following data from Twitter; 
these would be your input data objects:

Really loving the new St Vincent album! 
#fashion I'm selling my Louboutins! Who's interested? #louboutins
I've got my Kafka cluster working on a load of data. #data

For your supervised learning classifier to know the outcome result of each 
tweet, you have to manually enter the answers; for clarity, I’ve added the result-
ing output object at the start of each line.

music    Really loving the new St Vincent album! 
clothing    #fashion I'm selling my Louboutins! Who's interested? 
#louboutins
bigdata    I've got my Kafka cluster working on a load of data. #data

Obviously, for the classifier to make any sense of the data when run properly, 
you have to work manually on a lot more input data. What you have, though, is 
a training set that can be used for the later classification of data.

There are issues with supervised learning that must be taken into account. 
The bias-variance dilemma is one of them: how the machine learning model 
performs accurately using different training sets. High-bias models contain 
restricted learning sets, whereas high-variance models learn with complexity 


